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Abstract

MatL ab is an essential tool in high-productivity development of applications that in-
volve much scientific computation. However, for the sake of efficiency and homo-
geneity with other parts of the code, it is often necessary to convert MatLab code
into C++, which is a tedious and error-prone task if performed manually. The au-
thors present a tool named MatForce that automatically converts MatL ab functions
into C++ code, producing human-readable, extensible C++ sources that can in turn
be fitted to the needs of the encapsulating application.

1 Motivation

MatL ab [3] isthe de-facto language of technical computing, it allows programmersto
write algorithmsin familiar mathematical notation as well as visualize their resultsin
a straightforward manner. On one hand, MatL ab has built-in support for matrix oper-
ations and a myriad of mathematical functions ranging from trigonometric functions
to fast Fourier transformation. On the other hand, data can be displayed graphically
and interactive tools allow manipulating graphsto achieve results that reveal the most
information. Both of these aspects contribute to ease of use and quick initial discov-
ery of potential pitfalls. However, beyond the initial prototyping phase, one is often
faced with the need to integrate the devel oped algorithmsinto an existing application,
often with subtle changes.

Our work has been motivated by developing a link capacity dimensioning algo-
rithm as part of a mobile telecommunication network designer tool. Trafficin aradio
network is often transported over an ATM network in which each unit of traffic is
carried in a so-called Virtua Channel Connection (vcc). vccs are classified into
real-time (e.g. for voice), non-real-time (e.g. for packet-based traffic) and other types
(e.g. for high-speed download packet access (HSDPA) traffic), each having different
Quality of Service (QoS) requirements. However, different types of traffic affect one
another due to the limited capacity of the physical link. The goal of the algorithm



was to find the minimal capacity for each vcc for which al QoS requirements are
satisfied given a general traffic mix defined by the user.

As traffic is frequently modeled as a Markov chain where each state is associated
with a given traffic rate, matrix operations were inherent in the dimensioning algo-
rithm. Particular examples included matrix inversion, matrix factorization as part of
solving linear systems of equations, submatrix extraction and Kronecker operations
for composing sets of states. While having a sufficient level of abstraction in or-
der to provide easy access to data stored in an object-oriented fashion, the algorithm
was expected to run efficiently, avoiding temporary copies and array reordering (es-
pecially for the sake of transposing the matrix) whenever possible. Consequently,
our goals were threefold: (1) avoiding laborious manual conversion of code given as
MatL ab functions; (2) seamless integration with existing C++ code and (3) generat-
ing highly efficient code. Direct use of linear algebra libraries, such as LAPACK [7]
or ATLAS[16], wasinadequate dueto their low level of abstraction, while other tools,
such as the compiler shipped with MatL ab, were not suitable as they would produce
coarsely-grained execution units (DL LSswrapping MatLab code) that could not utilize
C++ objects specific to our domain.

In order to meet the outlined requirements, we propose MatForce [10, 4], an open-
source tool comprising of a compiler and a utility library, which translates MatL ab
code into human-readable C++ source code. The compiler features asimple yet pow-
erful type inference algorithm that uses primitive as well as compound types in com-
piled code. The resultant C++ code is dependent only on the utility library that con-
tains definitions for various matrix types, shapes and operations (such as product of
two double-precision matrices or Fourier-transform of a vector), which makes com-
piled code succinct and sufficiently abstract. The utility library links against freely
available BLAsand LAPACK [7] linear agebraroutines written in Fortran but no other
third-party libraries. As a result, the compilation process yields intuitive, type-safe,
high-performance C++ source code, which the programmer can modify at will with-
out relying on external heavy-weight libraries.

The rest of the paper is structured as follows. Section 2 gives the motivation for
using type inferring code translation as opposed to other approaches and surveys re-
lated work. Sections 4, 5 and 6 deal with the details of the MatForce compiler, the
utility library and the (external) linear algebra library, respectively. The paper ends
with Section 7, which summarizes results and drafts possible future work. The reader
is assumed to have a basic knowledge of the MatL ab language.

2 Reated work

There have been attempts at increasing MatL ab performance by means of partial eval-
uation [9], just-in-time compilation [6], parallelization [12], direct compilation [11]
and type estimation [13, 2].

Partial evaluation is a technique for program optimization by specialization, con-
straining code to a particular set of possible inputs, producing the so-called residual
program. The MatL ab partial evaluator described in [9] transforms a MatL ab abstract
syntax treeinto asimpler but equivalent form by deducing type, shape and valuerange



information from expressions, evaluating static subexpressions and eliminating dead
code whenever possible as well as unrolling loops. This partial evaluation can sub-
stantially increase performance but produces MatL ab code and hence can only serve
as a possible preprocessing step in our scenario.

MalJIC [6] is ajust-in-time compiler targeted at speeding up MatLab execution in
an interactive environment. The compiler comprises three constituents. an analyzer
that annotates code, a very fast code generator and a code repository that caches com-
piled code. Despite its effectiveness due to preallocating temporary arrays, €liminat-
ing unnecessary temporaries and unrolling loops, the just-in-time scheme is heavily
dependent on run-time information and is therefore not suited to our needs.

Direct compilation speeds execution by translating to a compiled language such as
C or C++ but by using a dynamic typing scheme. As such, it is a simple approach
that may significantly speed execution by compiling control structures but it does
not address type safety, nor can it exploit the speed gain from type specialization.
Nevertheless, compiled code can bear close resemblance to the original, facilitating
future extension.

In the case of type estimation (or type inference), variables are assigned well-
defined types, allowing code to be translated into a strongly-typed language. Asare-
sult, type inference combined with code translation meets our demands both in terms
of speed and type safety. Not only does type inference enabl e aggressive optimization
of generated C++ code (by allowing cross-optimization between hosting application
and MatL ab algorithm) but also decreases the heterogeneity of a complex system by
making it possible to use a single programming language.

In [13] atype estimator written for the Octave [8] language is described, which is
very similar to MatL ab in syntax and semantics. The type estimation schemeis based
on flow graphsto guess the intrinsic type, size and value range of Octave matricesin
an iterative process. Thisinformation is stored as a triplet and attached to each vari-
able in an Octave program. Once the Octave program is annotated, a corresponding
C++ program can be generated.

3 Overview

The MatForce system comprises of three easily identifiable parts. The compiler per-
forms the MatLab to C++ trandation with type inference, yielding C++ code. The
utility library contains the implementation of matrix operations. The C++ compiler
trandates both the utility library and the C++ source code produced by the MatForce
compiler into object files. The linker binds the object files to the high-performance
linear algebra library, which carries out computation-intensive operations. (Figure 1)

4 Thecompiler

The MatLab code compiler, writtenin SWI-Prolog [15, 5], isthe major constituent of
the system. Compilation is done in four stages: tokenization, parsing, type inference
and code generation.
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Figure 1. The MatLab to C++ compilation and link process

Tokenization At this stage, m-files are read and converted into a stream of tokens.
The term token may refer to an integer, areal number, a keyword, a string, a literal,
a symbol (which corresponds to a MatL ab operator), a comment or a newline. Line
folding is aso performed at this stage.

Parsing During the parsing process, tokens are interpreted in their context and an
abstract syntax tree (AST) is built. Each m-file contains one or more functions, each
of which comprises multiple statements. A statement may be a control statement
(return, break, global etc.), an assignment, an if, a while or a for statement, or a
function call. The exact semantics of each statement is defined by means of the DCG
[14] formalism, which is similar to BNF and is common to Prolog-flavor languages.

Typeinference As MatLab is adynamically-typed language, variables are not ex-
plicitly associated with types. In contrast, their type is determined run-time using the
implicit type of the initializer or assignment expression, and that type is changed as
necessary whenever another expression demands so. In our case, a simplifying (but
scarcely restrictive) “same type” assumption is made, that is, a variable cannot have
incompatible typesin the same MatL ab function. For instance, if avariable i hasbeen
concluded to have the type integer, it cannot be part of an expression where it should
be interpreted as a string, which is not more general than integer.

Having made the “same type” assumption, the compiler uses a domain narrowing
technigque, common to constraint logic programming (CLP), to infer the type of a
variable. Once a variable has been introduced, it is associated with a type domain.
Initially, the domain contains all possible MatL ab types. Types are classified into

e intrinsic types, boolean, integer, real and complex

e primitive types; al intrinsic types and string

e matrices and vectors, which are made up of elements of the same intrinsic type
Narrowing occursin any of the following two situations:

1. Direct assignment. The variable is assigned an expression. For instance, the
assignment a=1 + 2 dlows the compiler to infer that ais an integer, areal or a



complex number; a= b + 4 leads the compiler to conclude aisarea or complex
matrix if b isareal matrix.

2. Implicit from context. The variable is used in an expression in a context that
allows deductions to be made as to the type of the variable. For instance, the as-
signment a(6,b) = 11 implies aisamatrix because only matrices can be accessed
with two indices. Similarly, the compiler can conclude that b is an integer or an
integer vector: other types are not allowed as indexers.

In each case, the domain of the variable is the intersection of its current domain
and the possible domain deduced from the expression. |If the domain of a variable
becomes the empty domain, the compilation halts with an error. Ideally the domain
reduces to a single type by the end of the compilation unit. If not, the hierarchy of
types (e.g. the type integer is a special kind of 1-by-1 matrix) can be exploited to
choose the simplest type that does not harm code semantics.

Codegeneration Inthelast compilation stage, the type-annotated AST is converted
into a series of C++ expressions. The compiler takes operator precedence into ac-
count in order to use the least number of parentheses for improved legibility. Some of
the simplifications and optimizations at this stage include using increment and decre-
ment operators, simultaneous arithmetic and assignment (e.g. add-and-assign), and
iteratorsin loops.

5 Theutility library

The utility library, written in C++, exposes a strongly-typed class hierarchy of dif-
ferent types of vectors, matrices and 3-dimensional arrays. Matrix types are differ-
entiated based on the intrinsic type they store, which can be unsigned integer, signed
integer, double-precision real or complex numbers. Generic functionality, common to
more types and shapes, isimplemented in corresponding storage and matrix classes.
Operators are overloaded to provide a convenient way to express arithmetic opera-
tions. While simple operations (such as computing the element-wise minimum of
two matrices) are implemented directly in C++, more complex operations (such as
matrix multiplication or inverse) are performed by the underlying linear algebra li-
brary.

6 Thelinear algebralibrary

The linear algebra library, written in Fortran, serves as the fundamental layer for
high-performance computation. It contains efficient implementation of such oper-
ations as matrix multiplication, matrix decomposition or eigenvalue computation.
The linear algebralibrary itself comprises two layers. the lower BLAS (Basic Linear
Algebra Subroutines) layer and the higher LAPACK (Linear Algebra PACKage) [7]
layer. The most critical part of the library in terms of efficiency is the BLAS layer,
which implements basic vector, matrix-vector and matrix-matrix operations, all of



which are used both by the LAPACK layer and the C++ utility library. ATLAS[1, 16],
which is an automatically tuned BLAS (and partial LAPACK) implementation, is used
to exploit the specific features of the target computer’s hardware.

7 Conclusions and future work

In this paper, a type-inferring compiler that converts MatL ab scripts to C++ source
code as well as an accompanying utility library has been presented. Albeit it uses
optimized open-source BLAS and LAPACK routines written in Fortran for the sake
of efficiency, the compiled code does not have any external dependencies on third
party proprietary libraries. The generated C++ code is properly annotated with types,
using primitive types whenever possible. The code is fully legible from a human
perspective using matrix and vector types as well as related operators, which allows
further additions or modifications to the translated code.

Future work includes a user interface to control the compilation process, support
for agreater proportion of MatLab functions in the supplemental C++ utility library,
and a study of comparative performance w.r.t. other approaches.
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